
 

Page  of 1 16

Literacy

The Global Push

Leadership 
Insights

Dr Neil Hopkin 
Director of Education 

Fortes Education

for

The Cambridge Consultancy Group - Leading Education Series 2024



Introduction: The Global Push for AI Literacy in Schools

California’s Assembly Bill 2876 might appear to be just another legislative attempt to stay ahead of 
the next technological wave (https://tinyurl.com/3544zruu), but it signals a deeper shift in how 
education systems worldwide are responding to artificial intelligence. In their systematic review, 
Casal-Otero et al. (2023) observe that AI literacy is becoming a global priority, yet few education 
systems fully understand the complexity it demands. This isn’t about learning how to use a chatbot
—it’s about learning how to think in an AI-infused world. From California’s legislative chambers to 
classrooms in Singapore and Helsinki, governments are embedding AI literacy, creating new 
opportunities and unforeseen tensions (Miao et al., 2021).

The push for AI education is motivated by more than just economic imperatives. As Guan and Chai 
(2020) argue, preparing students for a world defined by algorithms is as much about civic 
responsibility as it is about employability. Yet herein lies the challenge: AI literacy encompasses not 
only technical skills but also ethical understanding, creativity, and critical thinking (Floridi and 
Cowls, 2018). This means we’re not just teaching students how to use tools like ChatGPT; we’re 
teaching them to question whether those tools should even exist in certain contexts (Fjelland, 2020). 
The complexity of AI literacy poses a significant challenge to schools and educators, who are 
already grappling with curriculum overload.

The Californian experiment is illustrative of the broader issues at stake. Druga et al. (2019) 
highlight how inclusive AI programmes can empower students, especially when designed with 
equity in mind. However, it’s easy to mandate change and much harder to implement it effectively. 
As Hammond and Gibbons (2005) remind us, new content demands new pedagogies—and those 
take time to develop. California’s policy-makers may have written a bold new chapter in education 
reform, but without proper teacher support and infrastructure, it risks becoming a cautionary tale 
(Sanusi et al., 2022). Goel and Joyner (2017) echo this sentiment, emphasising that AI literacy can 
only succeed if teachers are not just trained but also empowered to innovate within their classrooms.

Across the Asia-Pacific region, governments have adopted different approaches. Su et al. (2022) 
note that AI education in China and South Korea focuses heavily on coding and technical skills, 
reflecting their competitive global ambitions. In contrast, European countries like Finland have 
prioritised ethical considerations, embedding discussions about algorithmic bias and data privacy 
into their curricula (Floridi et al., 2018). California’s attempt to do it all—technical training, ethical 
awareness, and application skills—reflects a balancing act that many international school leaders 
will find familiar (Ng, 2022). Yet, as Marques (2020) argues, the temptation to overload students 
with information can lead to disengagement. If AI literacy programmes become too broad, they risk 
losing their focus and impact.

The diversity of AI literacy programmes worldwide reveals a fundamental truth: there is no 
universal blueprint. As Vartiainen et al. (2020) explain, machine learning modules need to be 
adaptable to different contexts, ensuring relevance across cultures and age groups. Similarly, 
Kaspersen et al. (2021) advocate for interactive, game-based learning environments that allow 
students to experiment with AI systems in ways that feel meaningful to them. California’s 
policymakers may have envisioned a comprehensive AI curriculum, but implementation will require 
flexibility—both from educators and the students themselves (Crompton, 2022). The original report, 
which details these challenges, serves as both a roadmap and a warning.

For international school leaders, the California case offers valuable insights. Mahon et al. (2022) 
suggest that online AI courses can help bridge the training gap for teachers, especially in schools 
that lack dedicated AI instructors. However, online platforms are no silver bullet. Lucas (2009) 
reminds us that even the most sophisticated digital tools can fall flat without thoughtful integration 
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into the classroom. As Crompton (2022) points out, AI should complement traditional teaching 
methods, not replace them. Leadership will play a crucial role in ensuring that AI literacy initiatives 
are not only ambitious but also sustainable.

Looking forward, the role of AI in education will continue to evolve. Thille and Brynjolfsson 
(2021) argue that AI literacy is not just a matter of preparing students for the future but also of 
shaping that future in meaningful ways. Programmes that focus only on technical proficiency miss 
the bigger picture. As Henry et al. (2021) emphasise, AI education must cultivate critical thinkers 
who can navigate the ethical and societal implications of this powerful technology. The future 
belongs not to those who know how to use AI, but to those who understand its limits—and can ask 
the questions that no algorithm can answer (Fjelland, 2020).

Ultimately, California’s experiment is more than a regional curiosity; it’s a glimpse of what lies 
ahead for education systems around the world. Whether in an IB school in Singapore or a British 
curriculum school in Dubai, leaders must engage with the same question: How do we prepare 
students not just to survive in a world shaped by AI but to thrive in it? The stakes are high, and the 
answers are far from simple. As the original report suggests, the path forward will require courage, 
creativity, and a willingness to rethink what education can and should be (Casal-Otero et al., 2023; 
Miao et al., 2021).

Teacher Preparedness: Challenges and Solutions Across 
Contexts

The question is no longer whether AI literacy is important—it’s whether teachers are ready to teach 
it. In 2024, California’s bold move to mandate AI literacy has placed teachers squarely in the centre 
of a complex educational experiment (Berman, 2024). Across the globe, educators are being asked 
to adopt AI technologies and integrate new curricula, yet their professional development has 
struggled to keep pace (Casal-Otero et al., 2023). Teachers now find themselves navigating 
uncharted waters, torn between technical demands and pedagogical realities (Ng, 2022). Are they 
ready? The answer, as educators in Finland, Singapore, and the UAE are learning, is complicated.
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In many ways, the challenges faced by educators are strikingly similar across regions. Bryan Brown 
and Demszky(2021) point out that while AI tools, such as feedback systems, offer real potential, 
many teachers lack the confidence to use them effectively. Even in the most technology-forward 
schools, the gap between promise and practice remains wide (Goodman, 2021). Teachers in STEM 
fields may be more comfortable with AI systems, but Zhai (2021) reveals that non-STEM teachers 
often struggle to see how AI aligns with their subjects. This mismatch in readiness underscores a 
critical need for professional development that is both broad and targeted (Sanusi et al., 2022).

A major issue is that AI literacy requires a rethinking of pedagogy itself. As Goel and Joyner (2017) 
argue, teaching AI is not just about technical knowledge; it involves fostering new ways of thinking. 
Hattie and Timperley (2007) remind us that effective pedagogy relies on feedback loops—where 
teachers continually refine their approaches based on what works in the classroom. With AI, this 
process becomes both more urgent and more complicated. Tools such as real-time feedback 
platforms (Druga et al., 2019) offer immediate insights, but without proper training, they can 
overwhelm teachers already managing packed schedules (Leitner and Wang, 2021).

Professional development, then, becomes a double-edged sword. Hill and Alford (2004) describe 
how distributed learning environments, while convenient, often create additional cognitive load for 
teachers. Modular training, as proposed by Marques (2020), can offer a way forward—allowing 
teachers to learn incrementally. Yet even this approach requires school leaders to balance 
professional growth with teachers' existing workloads (Crompton, 2022). Burnout is already a 
pressing concern, with teachers leaving the profession at alarming rates (Sanusi et al., 2022). The 
introduction of AI mandates without adequate support risks accelerating that trend.

Leadership plays a critical role in mitigating these risks. Vartiainen et al. (2020) advocate for 
collaborative learning environments where teachers learn alongside their students, creating a sense 
of shared discovery. Partnerships with universities and technology companies can further enhance 
this process, as shown by Ali and Breazeal (2021), who emphasise the importance of external 
expertise in building teacher confidence. Peer review processes, described by García et al. (2006), 
offer another effective model—encouraging teachers to reflect on their practice and learn from one 
another.

Interactive, game-based learning environments provide yet another layer of support. Lucas (2009) 
demonstrates how games can make AI concepts more accessible for teachers and students alike, 
while Kaspersen et al. (2021) explore how these environments allow teachers to experiment with AI 
tools without fear of failure. However, Floridi et al. (2018) caution that technology alone is not the 
answer; effective AI literacy requires ethical awareness as well. Teachers must understand not only 
how to use AI tools but also how to question the algorithms behind them (Ali and Dipaola, 2021).

The complexity of AI literacy highlights the need for sustained investment in teacher development. 
Su et al. (2022) argue that short-term workshops are insufficient; what is needed is continuous, 
embedded professional development. Miao(2021) notes that Finland’s approach, which integrates 
professional learning into teachers’ everyday work, offers a promising model. However, such 
systems require careful planning and leadership to implement effectively (Brynjolfsson and Thille, 
2021).

Teacher engagement with AI tools remains a key challenge. Goodman (2021) points out that even 
well-designed tools are often underutilised because teachers feel disconnected from the 
development process. Engaging teachers in the design of AI systems—as Goel et al. (2017) suggest
—can help address this issue, fostering a sense of ownership and competence. Meanwhile, Voulgari 
et al. (2021) emphasise the importance of embedding machine learning concepts across disciplines, 
ensuring that AI literacy is not confined to computer science classes alone.
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Ultimately, the success of AI literacy initiatives will depend on how well schools balance 
professional development with the realities of teachers' workloads. Hammond and Gibbons (2005) 
argue that effective scaffolding—where new skills are introduced incrementally and with support—
is essential for lasting change. Schools must create environments where professional development is 
not seen as an extra burden but as an integral part of the teaching process (Crompton, 2022). Khan 
(2021) adds that AI tools can lighten the load for teachers if used correctly, but only if educators are 
given the time and space to master them.

The California mandate provides a 
glimpse into both the possibilities 
and pitfalls of AI literacy. While 
ambitious, the initiative risks 
faltering unless schools invest in 
their most valuable resource: 
teachers. As Floridi (2018) reminds 
us, AI literacy is not just about 
technology; it’s about empowering 
educators to shape the future. With 
thoughtful leadership, collaborative 
partnerships, and sustained 
professional development, schools 
can rise to the challenge. If not, the 
burden will fall on teachers—who 
are already carrying more than their 
share.

AI Literacy: Avoiding the One-Size-Fits-All Trap

The phrase “one-size-fits-all” has long been an enemy of effective education. When it comes to AI 
literacy, that warning looms large. The California mandate offers a sweeping definition of AI 
literacy, encompassing technical principles, applications, ethical considerations, and more (Berman, 
2024). But as Fjelland (2020) points out, any attempt to teach a standardised curriculum across 
contexts risks overgeneralising, leaving students with superficial knowledge rather than deep 
understanding. What works for a middle schooler in San Francisco may miss the mark for a high 
school student in Singapore, or an IB student in Dubai. AI literacy, like education itself, must be 
shaped by the needs of the learners it serves.

Understanding the Layers of AI Literacy

At its core, AI literacy is a multi-dimensional construct. It is not enough to teach students how to 
use AI tools; they must also understand the ethical frameworks and biases underpinning these 
technologies (Floridi et al., 2018). As Long and Magerko (2020) argue, modular approaches that 
break AI literacy into discrete, adaptable units are essential. This flexibility allows educators to 
introduce basic principles early, saving more advanced applications for older students. For example, 
primary learners might engage with unplugged activities—simple, hands-on exercises that introduce 
AI concepts without using computers (Lucas, 2009). By contrast, older students can dive into 
algorithm design or role-playing activities that explore complex ethical questions (Henry et al., 
2021).

This layered approach ensures that AI literacy evolves with students. According to Ng et al. (2022), 
the content must align with both the developmental stage of the learner and the cultural context of 
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the school. In Finland, AI programmes focus on societal implications, fostering critical reflection on 
data privacy and algorithmic bias (Miao, 2021). In Asia-Pacific regions, however, the emphasis is 
often on coding and technical mastery, reflecting broader educational priorities (Yue and Su, 2022). 
If California’s mandate fails to account for these nuances, it risks becoming a symbol of educational 
overreach—a sweeping initiative with limited impact outside its borders.

Adapting AI Literacy to Diverse School Settings

International school leaders have long known that adaptability is the key to success. A British 
curriculum school in Dubai or an IB school in Singapore must balance local needs with global 
standards (Goel et al., 2017). AI literacy is no different. As Kaspersen et al. (2021) illustrate through 
project-based models, the most effective AI programmes are those that can be customised to fit the 
unique needs of each school community. This might mean embedding AI modules within 
humanities subjects, or using gamification techniques to engage younger learners (Marques, 2020).

García et al. (2006) argue that collaborative learning approaches—where students and teachers 
design AI projects together—create a sense of ownership and relevance. Such methods ensure that 
AI literacy is not an abstract concept but a practical skill, applied within the students’ own learning 
environment (Ali and Leitner, 2021). At the same time, international school leaders must navigate 
tensions between local expectations and global trends. The original report offers a vivid reminder 
that AI literacy initiatives often carry a subtle American bias, reflecting the priorities of Silicon 
Valley rather than those of classrooms across the globe (Berman, 2024).

One solution to this challenge lies in flexible curriculum pathways. Brynjolfsson and Thille (2021) 
emphasise the importance of customised learning paths that allow students to engage with AI at 
their own pace. In schools following the American model, this might involve early exposure to tools 
like ChatGPT or Khan Academy’s AI modules (Khan, 2021). By contrast, schools adhering to 
British or IB curricula may place greater emphasis on critical thinking, using role-play scenarios to 
explore the ethical dimensions of AI (Ali et al., 2021; Henry et al., 2021). Such differentiation 
ensures that AI literacy remains relevant, regardless of the educational framework.

AI Literacy for the Global Workforce

Looking ahead, AI literacy must prepare students not just for their next class, but for careers in a 
rapidly evolving global job market. As Greenwald et al. (2021) suggest, AI skills are becoming a 
prerequisite across industries, from finance to healthcare. Yet the specific skills in demand vary by 
region. In Europe, the focus is increasingly on ethical AI, with governments prioritising the 
regulation of algorithmic bias (Floridi et al., 2018). Meanwhile, Asian countries emphasise technical 
competence, equipping students with the coding skills needed to thrive in high-tech economies (Ng, 
2022; Yue and Su, 2022).

The challenge for international schools is to strike the right balance between local relevance and 
global applicability. Sanusi et al. (2022) caution against overloading students with technical content 
at the expense of broader life skills. AI literacy should not only prepare students for technical 
careers but also empower them to navigate a world increasingly shaped by digital systems. 
Vartiainen et al. (2020) suggest that incorporating playful learning experiences—such as building 
simple AI systems or participating in design challenges—can help students develop both technical 
and interpersonal skills.

Druga et al. (2019) provide further evidence of the benefits of experiential learning, noting that 
hands-on projects foster deeper engagement with AI concepts. Whether students are designing 
chatbots or exploring the ethical implications of facial recognition, the goal is the same: to prepare 
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them for a future in which AI will be both a tool and a challenge (Goel and Joyner, 2017). The 
original report highlights the importance of teaching students not only how to use AI tools but also 
how to question them—an essential skill in a world where algorithms increasingly shape public and 
private life (Berman, 2024).

Ultimately, avoiding a one-size-fits-all approach to AI literacy requires more than just good 
intentions. It demands leadership that is both visionary and pragmatic—leaders who understand that 
the best educational programmes are those that adapt to the students they serve. As Fjelland (2020) 
eloquently puts it, education should not be about chasing the latest trends, but about equipping 
students with the skills and mindset needed to thrive in an uncertain future.

Ethics, Practicality, and Educational Impact of AI Literacy

In 2024, California’s new AI literacy mandate raises a question that goes beyond curriculum: How 
do we teach students not only to use AI but to understand its implications? As Floridi (2018) argues, 
the tools of artificial intelligence are not just neutral objects—they embed values, decisions, and 
biases that shape society. Across the globe, schools face the challenge of teaching students to 
engage critically with these systems. The key, according to Cowls and Dignum (2018), lies in 
balancing AI’s benefits with its ethical risks, navigating concerns about privacy, bias, and 
responsibility.

Responsible AI Use in a Global Context

AI literacy is inherently shaped by cultural values. Programmes in Europe often emphasise data 
privacy and accountability, aligning with the region’s regulatory focus (Floridi and Cowls, 2019). In 
contrast, as Yue et al. (2022) observe, many Asia-Pacific programmes prioritise technical mastery 
over ethics. These regional differences highlight the importance of tailoring AI literacy to local 
needs (Miao, 2021). However, ethical AI education is not simply about avoiding harm; it is about 
fostering critical thinking. Hitron et al. (2019) argue that students must learn to question the outputs 
of AI systems and explore the assumptions behind them.

This approach aligns with the insights of Ali et al. (2021), who advocate for teaching algorithmic 
fairness through interactive lessons. The goal is to cultivate a mindset where students are not 
passive consumers of technology but active participants who understand its limitations. Role-
playing activities, described by Henry et al. (2021), have proven effective in helping students 
explore the moral complexities of AI, from facial recognition bias to automated decision-making 
systems. These exercises encourage students to think deeply about the ethical dimensions of AI, a 
crucial skill in an era where technology increasingly shapes public life (Sal Khan, 2021).
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Impact on Pedagogy and Student Learning

The introduction of AI tools into the classroom offers new possibilities—but also new risks. As 
Brynjolfsson and McAfee (2016) point out, AI has the potential to personalise education, tailoring 
learning experiences to individual needs. However, this comes with trade-offs. Goodman (2021) 
warns that over-reliance on AI tools may stifle creativity and diminish students' ability to solve 
problems independently. Similarly, Ng (2022) highlights the risk that students might become too 
dependent on AI-generated feedback, losing the ability to evaluate their work critically.

Games and simulations offer one solution to these challenges. Marques (2020) demonstrates how 
gamification can engage students in learning about AI ethics, fostering both curiosity and reflection. 
Yet, as Kaspersen et al. (2021) caution, games must be carefully designed to avoid trivialising 
important concepts. Goel et al. (2017) advocate for project-based learning, where students build 
their own AI tools as a way to engage deeply with both technical and ethical issues. In such 
environments, students develop not just technical skills but also the ability to ask critical questions 
about how AI systems operate.

Transparency also plays a key role in AI pedagogy. Thille and Brynjolfsson (2021) argue that 
students must understand the mechanisms behind AI systems if they are to use them responsibly. 
However, as Hammond (2005) notes, making algorithms visible is not enough—schools must also 
teach students how to interpret this information. Collaborative learning environments, described by 
Vartiainen et al. (2020), encourage students to reflect on the ethical implications of AI through 
group discussions and shared projects. Druga et al. (2019) emphasise the importance of early 
engagement, arguing that building ethical awareness in young learners lays the foundation for 
responsible technology use later in life.

Building a Balanced AI Curriculum

Creating a balanced AI curriculum involves more than just technical training; it requires a focus on 
both engagement and critical reflection. Greenwald et al. (2021) argue that students must not only 
learn how to use AI tools but also understand when and why these tools might fail. AI literacy 
should foster a sense of curiosity and healthy skepticism, encouraging students to question the 
systems they interact with daily (Ali and Breazeal, 2021).

The most successful programmes, according to Yue et al. (2022), are those that adapt to the needs of 
their students while maintaining a focus on ethical responsibility. Schools in Finland have 
demonstrated how collaborative learning models can foster both engagement and ethical reflection 
(Vartiainen et al., 2020). UNESCO’s AI ethics framework (Miao, 2021) offers further guidance, 
emphasising the importance of embedding ethical discussions throughout the curriculum rather than 
confining them to a single module.

However, building such a curriculum is not without its challenges. Sanusi et al. (2022) highlight the 
barriers schools face, from limited resources to competing demands on teachers' time. Goel et al. 
(2017) suggest that project-based approaches can help overcome these barriers by integrating AI 
literacy into existing subjects. This approach ensures that students engage deeply with AI concepts 
without adding to their workload.

Ultimately, AI literacy must prepare students for both the opportunities and challenges of a world 
shaped by technology. Fjelland (2020) reminds us that teaching AI ethics is not just about imparting 
knowledge; it is about equipping students with the tools to make thoughtful, informed decisions. 
With the right balance of engagement and reflection, schools can foster a generation of students 
who are not only technologically proficient but also ethically aware.
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Leadership Insights: Strategic Responses for School Leaders

AI literacy is no longer just a classroom issue—it is a strategic priority for school leaders. As Miao 
(2021) observes, the successful integration of AI education requires alignment with both academic 
and pastoral goals. This alignment ensures that AI literacy is not an isolated subject but part of a 
broader strategy for developing well-rounded students. Schools adopting international curricula like 
IB, American, or British frameworks must embed AI literacy seamlessly within their educational 
models, tailoring it to their unique cultural and academic contexts (Ng, 2022).

AI Literacy as a Strategic Priority

School leaders must treat AI literacy as more 
than a trend—it must become part of the long-
term vision for their institutions. Berman 
(2024) underscores the importance of aligning 
AI education with the goals of academic 
excellence, social-emotional learning, and 
future workforce preparedness. For example, 
Brynjolfsson et al. (2021) demonstrate how AI 
skills align with workforce training needs, 
ensuring students are prepared for jobs that 
don’t yet exist. Casal-Otero et al. (2023) 
highlight best practices from AI curricula 
across the globe, where successful programmes 
integrate both technical skills and ethical 
understanding. Leaders need to ensure that AI 
literacy complements core subjects, creating 
opportunities for interdisciplinary learning 
(Goel et al., 2017).

Schools must also navigate the challenge of balancing innovation with tradition. As Floridi and 
Cowls (2019) argue, AI education needs to reflect ethical principles and align with the school's 
broader values, ensuring students are not just competent users of technology but also responsible 
citizens. This is particularly crucial for schools serving international communities, where diverse 
cultural expectations and priorities must be respected (Miao, 2021). Ng (2022) notes that policy-
driven frameworks, like those in California, offer useful models but need local adaptation to achieve 
meaningful outcomes in different educational settings.

Overcoming Implementation Challenges

Implementing AI literacy comes with practical challenges. As Sanusi et al. (2022) point out, 
resource constraints are a common barrier for schools. Many institutions struggle to find the time, 
staff, and funding required to develop AI programmes. In response, leaders must adopt creative 
strategies, such as leveraging existing staff expertise and integrating AI content into subjects like 
history, science, and business (Henry et al., 2021). Lucas (2009) explores how this interdisciplinary 
approach can enhance student engagement by showing how AI concepts apply across different 
domains.

Goodman (2021) emphasises that the biggest challenge is not just adding AI literacy to the 
curriculum but managing the workload on staff already stretched thin. Teacher capacity remains a 
critical issue, as AI education introduces new demands alongside existing responsibilities (Thille, 
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2021). Leaders must prioritise professional development, ensuring teachers are confident in using 
AI tools and integrating them into their practice (Leitner and Wang, 2021). Goel and Joyner (2017) 
recommend modular training approaches that allow teachers to learn at their own pace, minimising 
disruption to their regular workload. Schools can also benefit from gamified approaches, which 
engage both students and teachers in learning through play (Marques, 2020).

Partnerships for Long-Term Success

Successful AI literacy programmes require partnerships beyond the school walls. Collaborations 
with universities and tech companies provide access to expertise and resources that many schools 
cannot develop on their own. Kaspersen et al.(2021) demonstrate how partnerships with industry 
can provide students with real-world learning opportunities, such as internships and hands-on 
projects. Bai and Yang (2019) highlight the importance of governmental initiatives in supporting 
such collaborations, ensuring that schools receive the funding and policy support they need.

In addition to fostering external partnerships, school leaders must engage with policymakers to 
advocate for AI literacy initiatives. As Druga (2019) notes, school leadership plays a vital role in 
shaping educational policy by providing feedback on what works and what doesn’t. Su et al. (2022) 
argue that policy frameworks should be flexible, allowing schools to experiment and adapt as AI 
technology evolves. Floridi et al. (2018) caution against rigid legislation that constrains innovation, 
warning that overly prescriptive policies may hinder the development of meaningful AI literacy 
programmes.

Advocacy efforts can also focus on ensuring that AI literacy policies reflect the needs of both 
students and educators. Greenwald et al. (2021) suggest that policy frameworks should prioritise 
teacher preparedness, addressing the challenges of staff capacity and professional development. 
Thille (2021) adds that alignment between pedagogy and policy is essential for long-term success, 
ensuring that AI programmes are sustainable and integrated into the school culture. School leaders 
who engage proactively with policymakers can shape supportive policies that empower teachers and 
students alike (Marques, 2020).

Ultimately, AI literacy is not just a subject to be taught—it is a strategy for preparing students for 
the future. Leaders must view AI education through both a practical and visionary lens, balancing 
immediate needs with long-term goals. As Berman (2024) puts it, AI literacy is an investment in the 
next generation, equipping students not just with technical skills but with the ability to think 
critically about the technology shaping their lives. With thoughtful leadership, creative partnerships, 
and strategic planning, schools can overcome the challenges of implementation and build AI 
programmes that benefit both students and society.

Sustainable AI Literacy Programmes for International Schools

Building sustainable AI literacy programmes is a challenge that requires both strategic planning and 
adaptability. As Miao(2021) highlights, sustainability in education means more than delivering 
content—it demands evolving with students, teachers, and technology. International schools, in 
particular, must design AI programmes that cater to diverse contexts, balancing depth with 
flexibility (Ng et al., 2022).

Scalable Teacher Training Models for Diverse Contexts

Teacher training forms the foundation of sustainable AI literacy programmes. Sanusi et al. (2022) 
emphasise the importance of a hybrid approach—combining synchronous and asynchronous 
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modules so teachers can engage with material at their own pace. Lucas (2009) underscores the value 
of modular learning paths, which allow teachers to progress incrementally while managing other 
professional responsibilities. This approach aligns with Brynjolfsson and Thille (2021), who 
recommend scalable models that ensure teachers stay updated with technological trends.

Peer learning networks are essential for fostering collaboration across borders. Ng et al. (2022) 
argue that these networks can help teachers share strategies and learn from their counterparts 
worldwide. Ali and Breazeal (2021) suggest that teacher-led communities promote a sense of 
ownership, ensuring that professional development is not just top-down but also peer-supported. 
Similarly, Druga et al. (2019) highlight the role of partnerships between schools, universities, and 
tech companies in building scalable training programmes, which further enrich the teacher 
experience.

Modular AI Literacy Programmes for Students

For students, modular AI literacy programmes offer the flexibility needed to cater to different 
abilities and career aspirations. Floridi et al. (2018) emphasise that AI education must balance 
breadth and depth, ensuring that students build core competencies without superficial engagement. 
Fjelland (2020) warns that a shallow curriculum risks undermining students' ability to critically 
engage with AI, a concern echoed by 
Miao (2021), who advocates for deep 
learning pathways that evolve as 
students progress.

Gamification has emerged as a 
powerful tool for sustaining 
engagement. Marques (2020) 
demonstrates that game-based 
learning modules keep students 
motivated while covering complex AI 
concepts. Kaspersen et al. (2021) take 
this further, showing how role-playing 
activities can foster both collaboration 
and critical thinking, especially when 
integrated into STEM subjects. Goel 
and Joyner (2017) recommend that 
these modules remain adaptable, 
allowing students to explore AI 
concepts through hands-on projects 
aligned with their interests.

AI education must also reflect the 
varied needs of international schools. Ng (2022) discusses the importance of flexibility, noting that 
different curricula—whether IB, British, or American—require unique approaches. Modular 
programmes offer a way to integrate AI literacy across subjects, embedding AI principles into 
courses like science, history, and business (Lucas, 2009). Such integration ensures that students 
understand AI not just as a technical tool but as a force shaping society (Henry et al., 2021).

Evaluating Impact and Adjusting Course

Measuring the success of AI literacy programmes requires clear benchmarks and iterative 
improvement. Casal-Otero et al.(2023) stress the importance of using data-driven tools to track 
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student progress and identify areas for refinement. Goodman (2021) argues that real-time feedback 
systems empower teachers and students, creating a continuous learning loop that supports growth. 
Thille (2021) highlights benchmarking as a critical tool for aligning AI programmes with both local 
and international standards.

Iterative improvement ensures that programmes evolve in response to challenges. Greenwald et al. 
(2021) recommend that schools adopt agile methods, using feedback from teachers and students to 
refine their curricula over time. Sal Khan(2021) supports this approach, noting that continuous 
learning is essential for keeping pace with technological change. Schools must also be prepared to 
pivot, adjusting their programmes to meet the needs of new learners and emerging AI trends (Sanusi 
et al., 2022).

Collaborative partnerships remain crucial for long-term sustainability. Miao (2021) documents 
successful examples where schools, universities, and industry partners work together to develop and 
implement AI curricula. Druga et al.(2019) suggest that partnerships enable schools to access 
resources and expertise they would otherwise lack, fostering more sustainable learning 
environments. Leitner and Wang (2021) recommend distributing leadership within these 
collaborations, ensuring that every stakeholder contributes to programme development.

Ultimately, sustainable AI literacy programmes empower both teachers and students. Floridi and 
Cowls (2018) argue that the goal is not just to introduce AI tools but to embed critical thinking and 
ethical reflection into everyday practice. Ng et al. (2022) highlight the importance of open networks 
that facilitate ongoing dialogue and collaboration. With thoughtful leadership, strategic 
partnerships, and a commitment to continuous improvement, international schools can create AI 
programmes that prepare students for the challenges and opportunities of the future.

Conclusion: Leadership for the Future of AI Literacy

The task of school leaders today 
extends beyond curriculum 
management—they must envision the 
future of education in a world defined 
by artificial intelligence. As Miao 
(2021) reminds us, leadership in AI 
literacy is not only about 
implementing policies but about 
preparing students to navigate 
technologies that will shape their 
lives. For schools to thrive in the era 
of AI, leadership must align 
innovation with responsibility, 
balancing the benefits of AI tools with 
the need to cultivate critical thinking 
and ethical awareness (Floridi et al., 
2018).

Leadership in AI education requires a global outlook. Brynjolfsson and McAfee (2016) emphasise 
that schools must prepare students for a fast-changing workforce by aligning AI education with 
future job markets. School leaders need to view AI literacy not as a standalone subject but as a 
critical component of lifelong learning, embedded within core academic frameworks (Ng, 2022). As 
Casal-Otero et al. (2023) highlight, leaders must take a proactive role in developing policies that 
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foster both sustainability and scalability, ensuring that AI education evolves with emerging 
technologies and societal needs.

The Role of School Leaders in Shaping Responsible AI Education Worldwide

Successful AI education demands that school leaders act as advocates for both students and staff. 
Goel and Joyner(2017) suggest that managing AI integration requires visionary leadership, where 
leaders actively engage with policymakers and external partners to build programmes that serve 
diverse student populations. Berman (2024) echoes this view, highlighting that legislative 
frameworks such as California’s AI literacy mandate place additional demands on school leaders, 
who must align local priorities with global best practices.

Effective leadership also means fostering collaboration within schools. Greenwald et al. (2021) 
point out that teacher leadership plays a pivotal role in ensuring AI literacy programmes remain 
relevant and impactful. By empowering teachers to take ownership of AI initiatives, school leaders 
create an environment where innovation and responsibility coexist (Ali et al., 2021). Collaborative 
networks, both within and beyond schools, enable educators to share insights and refine practices, 
contributing to the long-term sustainability of AI literacy programmes (Su et al., 2022).

Preparing Schools for the Next Technological Shift

While AI is today’s focus, the rapid pace of technological change means school leaders must always 
look to the horizon. Thille (2021) suggests that leadership frameworks built around continuous 
learning can help schools adapt to future shifts in technology. Marques (2020) emphasises the 
importance of maintaining engagement through innovative methods, such as gamified learning 
environments that evolve with student needs. This adaptability is essential for ensuring that AI 
programmes remain relevant as new tools and technologies emerge (Lucas, 2009).

However, leadership in AI literacy is not just about preparing for new technologies—it is about 
equipping students to make ethical decisions in a complex world. Floridi and Cowls (2019) argue 
that leaders must embed principles of fairness and accountability into every aspect of AI education, 
ensuring students understand both the power and limitations of AI systems. Hitron et al. (2019) 
stress that students need to learn how to critically evaluate AI tools, developing a healthy skepticism 
that will serve them well in future technological landscapes.

Looking ahead, sustainable leadership will depend on building strong partnerships. Druga (2019) 
points to collaborations with universities and industry partners as essential for scaling AI 
programmes. Leitner and Wang (2021) recommend that leaders create systems for continuous 
feedback and improvement, ensuring that programmes evolve with changing needs. Ultimately, as 
Sal Khan (2021) puts it, the goal of AI literacy is not just to teach technology but to develop 
thinkers—students who are prepared to lead in a world defined by uncertainty.
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